
Data Visualization with 
(or, how to pimp your plots)



• 2D python plotting library for publication grade figures 
• open source, matplotlib.org 
• gallery with click-through examples for most plots you might need 
• FREE!

Loading data with bumpy 
np.loadtxt() for numeric data 

np.genfromtxt() for generic data

What is                                      ?

http://matplotlib.org


A simple scatter plot and histogram: 
• np.loadtxt() or np.genfromtext() to load data 
• plt.plot() connects points with lines 
• plt.scatter() plots only points 
• plt.hist() creates histogram 

• control number of bins with “bins=NN”

Add a colour bar and legend: 
• parameterize scatter data with “c=” 
• add colour bar with plt.colorbar() 
• add legend with plt.legend()



“Alpha” channels: 
• add opacity for crowded figures 
• “alpha=N.N” 

• 0.0 -> fully transparent 
• 1.0 -> fully opaque

Colours: 
• large library of named colours; easy 
• 16 million colours via html hex strings; 

pretty 
• html hex strings, e.g. “eeefff”



Inset figures: 
• plt.axes([x0, y0, Δx, Δy]) to create new canvas

Multi-panel figures 
• plt.subplot(nrow, ncol, N) creates nrowXncol panel 

figure, where N is current canvas

Annotations: 
• plt.annotate(string,xy=(x0,y0)) 

• many options for angles, arrows, etc.

work) and thus not a fore/background source, we adopt Taylor
et al. σppxf = 14.3 ± 3.2 km s−1 for the rest of the analysis. The
few other outliers in Figure 3 correspond to the former study’s
most uncertain GCs, so we prefer our σppxf estimates since our
template library has a significantly wider range of stellar
parameters and much higher S/N over the wavelength range
used to estimate vr,ppxf and σppxf. Meanwhile, the bottom panel
shows that the agreement in vr,ppxf is excellent, with the scatter
around the unity relation being consistent with the measure-
ment uncertainties. The significant outlier corresponds to
GC 0382, which we consider to be unreliable and defer to
any previously derived vr estimates in the literature.

Our new vr,ppxf estimates are listed in column four of
Table 2, compared to literature values listed in column three.
We note that GC 0218, GC 0219, and GC 0228 have vr
measured for the first time ( o -528 1.90 km s 1, 661 ±
2.70 km s−1, and 478 ± 19.40 km s−1, respectively), all

consistent with the 541 km s−1 systemic velocity of
NGC 5128 (Woodley et al. 2010a). There were 15 GCs for
which ppxf was unable to provide vr estimates, including
GC 0261 and GC 0315, leaving them still as vr unconfirmed
members of NGC 5128. Thus, Table 2 lists new accurate vr
estimates for 125 NGC 5128 GCs, including three first-time
measurements.
We compare the new vr,ppxf estimates to literature radial

velocities (vr,lit) in Figure 4, where vr,lit and vr,ppxf are shown along
the x- and y-axes, respectively. The Woodley et al. (2007) and
Woodley et al. (2010a) catalogs provide the most comprehensive
collections of NGC 5128GC radial velocities to date. For the
comparison we adopt the weighted-average values listed in
Woodley et al. (2010a) where possible. If there exists only a
single Woodley et al. (2010a) value measured from an individual
spectrum, then we adopt the Woodley et al. (2007) estimates,
unless the former agrees significantly better with our new
measurements. Figure 4 shows generally good agreement within
the literature uncertainties, with a single notable exception being
GC 0095. For this GC, we prefer the literature measurement of

= o -v 374 34 km sr,lit
1 over our σppxf = 826 ± 7.8 km s−1

because visual inspection of the corresponding Doppler shifts
shows better agreement with the laboratory wavelengths of the
spectral absorption features when using the former value. Given
this discrepancy and the resulting uncertainty of the derived σppxf,
we drop this object from the analysis. In any other case where vr
are discrepant we prefer our vr,ppxf due to smaller uncertainties.
Despite obtaining reliable vr estimates for almost all of our

targets, there were 25 GCs for which we consider σppxf to be
unreliable due to either uncomfortably large error bars or
simply a failure to derive an estimate at all. We therefore drop
these targets from the subsequent analysis and carry on with the

Figure 2. Examples of the ppxf spectral fits (red lines) from a low-quality (top)
to a high-quality spectrum (bottom). The reduced spectra (black lines) have
been smoothed with a box size of 8 pixels, representative of the instrumental
FWHM of GIRAFFE. The inset blue plots show the residuals, beside which we
list some output information for each target. From top to bottom this
information is the GC identification, our adopted σppxf, vr,ppxf, reduced χ2, and
the number of template spectra used in their calculation.

Figure 3. Comparison of the ppxf accuracy using the GC sample of Taylor
et al. (2010) when the spectral range is restricted to that of the GIRAFFE
spectra used in this work. The upper panel shows the σ comparison, and the
lower panel shows the same for vr. In both panels, the Taylor et al. (2010)
results are shown along the x-axes and the new results are shown along the y-
axes. Unity relations are indicated as dashed lines.

6

The Astrophysical Journal, 805:65 (20pp), 2015 May 20 Taylor et al.the sphere encompasses a stellar mass corresponding to 2MBH,
assuming the median ¡ = 2.2MW

dyn . This radius defines the
IMBH sphere of influence (ri; Merritt 2004). We then compute
the fraction of the stars within this sphere with respect to the
modeled population falling within our apertures, f(r < ri). In
Figure 10, we plot this fraction as a function of dyn for our
entire sample.

While most of the “classical” and intermediate-¡V
dyn GCs show

little dynamical influence by potential IMBHs, there is an upturn
in f(r < ri) for GCs with 2 : M10dyn

6 . The high-mass sub-
sample is mostly made up of the DGTO and DSC objects. A
MOOD test (Mood 1950, p. 394) for equal medians (see horizontal
lines in Figure 10) provides no evidence for a difference in the
DGTO and DSC sequence f(r < ri) (p-value = 1.00). Specifi-
cally, Figure 10 shows a bimodal distribution in f(r < ri) for the
DSC sequence objects, as 7/17 and 8/17 fall either at the ∼100%
or 20% levels, respectively. Two of these objects show
intermediate f(r < ri) ; 50%–60%. For the DGTO sequence
GCs there is a smoother transition from those with little to no
influence by a putative IMBH (7/20) to those that would have the
majority of their stars dynamically dominated by such an object
(8/20). Taken together, the presence of central IMBHs could in
principle provide a plausible explanation for the observed
dynamics of many objects on both sequences.

We point out that some GCs in the gray shaded region in
Figure 10 are identified as X-ray sources, almost all of which
are classified as low-mass X-ray binary (LMXB) hosts from
Chandra observations (Liu 2011). Two out of 17 DSC objects
are X-ray sources, compared to 8/20 DGTOGCs. This is in line
with the following argument: given the fainter nature of the
DSC objects, they must have fewer stars compared to
DGTO clusters at a given dyn. With fewer stars providing
stellar winds/mass loss, one would generally expect accretion

onto an IMBH/LMXB to be less likely compared to
DGTO sources.
Given the apparently enigmatic properties of the faint

DSC subsample, it is important to note that BHs dominating

Figure 9. Left panel: Average measured orbital velocities of cluster stars shown as a function of the minimum circular velocities necessary for rotation alone to
account for the observed mass-to-light ratios. The dashed line represents the critical velocity (assuming =isin 1, or the maximum observable velocities) at which (a)
rotation alone is able to explain the elevated ¡V

dyn of an object, or/and (b) an object of a given mass becomes unstable against rotation, consistent with a dynamical
non-equilibrium state. Symbol shapes are as in Figures 6 and 7, but with the “classical” GCs shown as points and the two intermediate-¡V

dyn GCs (GC 0217 and
GC 0239; see Section 4.1) shown as gray symbols. Right panel: sv isin 3 1 2 as a function of the dynamical half-mass, 1 2, for the same objects. There are
correlations for the objects on the DSC and DGTO sequences, with a weaker correlation shown by the “classical” GCs with 2sv isin 3 0.21 2 , indicating that GCs
become more rotationally supported at higher masses.

Figure 10. Fraction of the stellar mass within the sphere of influence of a
putative central IMBH, as a function of dyn for our entire sample. The black
dashed line shows the median of the combined DGTO and DSC sequence GCs,
while the red and blue dotted lines show the medians for the individual sub-
samples.
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Special Plots: 
• plt.imshow() 
• display image (e.g. jpg) which can be plotted 

over 
• plt.2dhist() 
• 2D histogram 

• plt.hexbin() 
• 2D histogram with hexagonal bins 

(smoother look) 
• matplotlib.patches 
• library to load various shapes 
• create “radar” charts
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FIG. 13.— Top panel: Direct comparison of system throughput curves, including detector efficiency, effects of telescope optics, and atmospheric absorp-
tion for all NGVS+NGVS-IR filters. Note that the NGVS-IR Ks-band filter mainly differs in detector efficiency and optics between the two instruments,
i.e. CFHT/WIRCam vs. VISTA/VIRCAM. For comparison purposes, we plot the BzK system throughput curves that were used in Daddi et al. (2004) in light
grey shading. Note that the atmospheric absorption effects impacting the Ks-band curve in the BzK system are not included. Bottom panel: Comparison of four
different SED types: 12 Gyr old metal-poor SSP with [Fe/H]=�1.65 dex, constant SFR, e-folding SFR with ⌧ =3 Gyr, and passively evolving starburst since
z=3, taken from PÉGASE (Fioc & Rocca-Volmerange 1997). Note that for SSPs with higher [Fe/H] the metal-poor SSP approximates the passively evolving
starburst SED, that has been calculated for solar chemical composition. For easy comparison all SED curves at z = 0 were normalized to the flux at 2.2µm,
roughly corresponding to the effective wavelength of the Ks band. The open SED curves correspond to the same four SED types as they would appear at z=1.4.

a nearby structure: Virgo itself. The most striking difference
between our color-color diagrams and those of other surveys
is not due to Virgo galaxies – these occur in negligible num-
bers in any given part of the diagram –, but due to GCs that are
concentrated around the massive elliptical galaxy NGC 4486
(M87) and other giant ellipticals located in the central regions
of Virgo (see Figure 3). To demonstrate the locus of gzK

s

col-
ors of Virgo GCs we highlight radial-velocity confirmed GCs
in Figure 14 as red dots (E. Peng et al., in preparation). This
GC locus overlaps with the colors of stars at the blue end,
and is heavily contaminated by background galaxies towards
redder colors, in the gzK

s

diagram.

6.3. The uiK
s

Color-Color Plane

For a photometry-based selection of GCs and other compact
stellar systems, such as UCDs and dwarf galaxies, we show
in the following that the most powerful color combination
is given by the uiK

s

diagram, which combines high-quality
near-UV, optical, and near-IR photometry from NGVS and
NGVS-IR. The bottom panel of Figure 14 shows the uiK

s

color-color diagram, in which the data is deredden with the
values extracted from the Schlafly & Finkbeiner (2011) maps
using A(u) ' 0.097, A(i) ' 0.039, and A(K

s

) ' 0.007
mag. The typical structures seen in the gzK

s

diagram (top
panel of Figure 14) that were classified in previous deep-field
surveys appear much more prominent and better defined in the

uiK
s

color-color plane. The stellar sequence seen in the uiK
s

diagram remains very clearly identified in this new plane and
appears more separated from the main cloud of galaxies. This
will be particularly useful for the analysis of stellar age and
metallicity distribution functions in the Virgo overdensity de-
scribed in Ferrarese et al. (2012). Several new narrowly de-
fined features in the uiK

s

plane become visible at intermedi-
ate colors that we attempt to classify qualitatively in the fol-
lowing. Most importantly, however, we note that the contam-
ination of the GC locus is very significantly reduced with the
use of the uiK

s

filter combination.

6.3.1. An Efficient Tool for Star Cluster Selection

In order to better understand the various features in the
uiK

s

plane, we overplot in Figure 15 predictions of simple
stellar population (SSP) model calculations based on a cus-
tomized version of the population synthesis code PÉGASE
(Fioc & Rocca-Volmerange 1997) that includes the exactly
matched throughput functions for all NGVS+NGVS-IR fil-
ters. While in the gzK

s

plot these SSP models coincide with
the overlap region between stars and galaxies, in the uiK

s

plane they fall right on top of a sharply defined sequence
which we identify as GCs. We note that the metallicity and
age coverage of the shown SSP model predictions, i.e. Z =
0.0004, 0.001, 0.004, 0.02 and t=8 to 13 Gyr (each running
from bluer to redder colors), agrees fairly well with the GC



Summary:
•matplotlib is a powerful, easy to use/learn python 2D 
plotting package 
•loads of online support e.g. matplotlib.org, 
stackoverflow.com, etc. 

•days of “simple” figures are coming to an end 
•page charges, colour figures, etc. put premium on 
effective/efficient data visualization 

•matplotlib tricks enable great information density on 
single plot, without loss of readability 

•colour schemes, opacity, figure insets, etc. make it easy 
to create eye catching figures for papers and posters 
•easy to learn and implement

http://matplotlib.org
http://stackoverflow.com

